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Abstract  

In this study, we propose a dynamic template adaptation approach for noise-robust sound classification 

and distance estimation in single-channel audio environments. Traditional cross-correlation methods rely 

on fixed sound templates that limit their performance under dynamic and noisy conditions. Our method 

integrates a low-pass filter for noise reduction and uses an online support vector machine (SVM) to 

dynamically update the sound templates based on real-time audio inputs. This hybrid approach enables 

continuous refinement of the templates and improves both the accuracy of sound classification and the 

ability to determine the relative distance between sound sources by estimating time delays. The robustness 

and adaptability of the algorithm make it suitable for real-world applications such as environmental 

monitoring, speaker recognition, and sound event localization. We demonstrate the effectiveness of the 

proposed method in various noisy and overlapping sound scenarios and compare it with traditional 

approaches such as ICA, NMF, and TFM. The results show that dynamic template adaptation and 

incremental learning significantly improve the classification accuracy and distance detection in changing 

environments. These findings demonstrate that the proposed method not only enhances real-time sound 

classification and distance determination but also holds potential for applications in autonomous vehicles, 

urban noise monitoring, and smart home systems, where robust audio processing in dynamic 

environments is critical. 
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1. Introduction 

Sound classification and distance determination in single-channel audio environments 

present significant challenges, particularly in the presence of noise and dynamic acoustic 

conditions. Unlike multi-channel systems, single-channel audio lacks spatial information, 

making it difficult to differentiate and estimate the distance of overlapping sound sources 

(Adavanne et al., 2019; Cordourier et al., 2019). Traditional methods often rely on static 

models or fixed sound templates, which may perform well in controlled environments but 

struggle to adapt to real-world scenarios where noise levels and sound characteristics vary (Li 

et al., 2018). To address these issues, this study proposes a dynamic template adaptation 

method designed to enhance both the robustness of sound classification and the accuracy of 

distance estimation in noisy and variable environments. 

Recent advancements in machine learning and signal processing have introduced 

sophisticated techniques for sound classification. Approaches utilizing recurrent neural 

networks (RNNs) and convolutional neural networks (CNNs) have shown success in tasks like 

speech recognition and environmental sound classification (Abdoli et al., 2019; Bahmei et al., 

2022; Nadia Maghfira et al., 2020). However, these approaches typically require large datasets 

and substantial computational resources, limiting their application in real-time, resource-

constrained environments (Shimada et al., 2021). Recent research has also explored the 

potential of data augmentation techniques to enhance the performance of sound classification 

models. For example, Ren et al. (2021) and Chu et al. (2023) proposed a CNN-based sound 

classification mechanism that uses Mel-Frequency Cepstral Coefficients (MFCCs) to extract 

feature and incorporates data augmentation to address issues such as data imbalance and 

limited dataset quality. This approach demonstrates the importance of pre-processing and data 

enhancement techniques in improving classification accuracy. Furthermore, while these 

models excel at classification, their effectiveness in handling distance determination, 

especially in single-channel audio, remains limited. 

The need for real-time processing in embedded systems has led to the development of 

more resource-efficient models. For instance, Fang et al. (2022) proposed a resource-adaptive 

CNN, which achieved high performance with lower computational complexity. Similarly, Dai 

et al. (2017) introduced a 34-layer 1D CNN model that directly classifies raw waveform data, 

demonstrating competitive accuracy. However, these approaches, like many deep learning 
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models, focus more on sound classification and lack the ability to adapt to dynamic 

environments. 

In this study, the proposed method combines traditional signal processing techniques 

with machine learning algorithms to overcome these challenges. Specifically, the proposed 

method integrates a low-pass filter for noise reduction and an online support vector machine 

(SVM) for dynamic template adaptation. This hybrid approach enables continuous refinement 

of classification and distance estimation by dynamically adjusting templates based on real-time 

input (Wang et al., 2023). This adaptability is crucial for applications such as environmental 

monitoring, speaker detection, and sound event localization in changing acoustic 

environments. 

In single-channel audio, distance determination typically relies on time-lag estimation, 

where meaningful distance information is extracted from the delay between incoming signals 

(Venkatesan & Ganesh, 2020). While multi-channel systems leverage spatial diversity, single-

channel setups must rely on temporal features. In this study, the proposed method addresses 

the limitations of static templates by dynamically updating them, enabling more precise 

distance estimation even in noisy environments (Tho Nguyen et al., 2022). 

This study demonstrates the effectiveness of proposed dynamic template adaptation 

method in various noisy and overlapping audio scenarios. This study also compares the 

proposed approach with traditional techniques such as Non-negative Matrix Factorization 

(NMF), Independent Component Analysis (ICA), and Time-Frequency Masking (TFM). 

Experimental results highlight significant improvements in both classification accuracy and 

distance detection, showcasing the method’s robustness in handling complex, real-world audio 

environments. 

 

2. Literature Review  

Sound classification and distance determination in single-channel audio environments 

have been widely studied due to their significance in applications such as environmental 

monitoring and speaker detection. Traditional methods, like cross-correlation, rely on fixed 

templates for sound classification. Knapp and Carter (1976) introduced cross-correlation for 

time-delay estimation, which remains a cornerstone in sound localization research but lacks 

the adaptability required in dynamic and noisy environments. 
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NMF, ICA, and TFM are widely used techniques for sound separation and 

classification. For example, Virtanen (2007) applied NMF for separating overlapping sounds, 

while Benesty et al. (2004), Liu et al. (2023), Narayana Murthy et al. (2020) and Sun et al. 

(2014) explored time-delay estimation for sound localization. These methods are effective 

under controlled conditions but struggle with overlapping sounds and environmental noise, 

highlighting the limitations of static approaches. Salih (2017) and Wang et al. (2023) integrated 

pre-filtering techniques like low-pass filters to enhance noise robustness; however, their 

reliance on fixed templates leaves them less effective in dynamic conditions. 

To address the limitations of static models, recent works have explored dynamic 

template adaptation and incremental learning. Wang et al. (2023) proposed a dynamic template 

matching method for sound event detection that adapts to environmental changes by updating 

templates in real-time. This approach significantly improved classification accuracy in noisy 

settings. However, their work focused on sound classification without addressing distance 

determination, leaving a critical gap for applications requiring both functionalities. Similarly, 

Tho Nguyen et al. (2022) applied adaptive learning techniques in audio processing but 

primarily targeted multi-channel systems, making them unsuitable for single-channel 

environments.  

Recent advancements in machine learning have enabled more adaptive sound 

classification systems (Tutul et al., 2024). Shimada et al. (2021) demonstrated the effectiveness 

of online SVMs for updating models in real-time, offering a promising approach for dynamic 

environments. Abdoli et al. (2019) and Bahmei et al. (2022) applied CNNs and CNN-RNN 

hybrids to improve classification performance in noisy settings. These methods, while 

successful, often require extensive computational resources and large datasets, limiting their 

application in real-time scenarios. 

There are limited studies directly comparable to the proposed hybrid approach 

combining traditional signal processing with dynamic machine learning models. Shimada et 

al. (2021) and Ren et al. (2021) provide relevant examples of integrating dynamic template 

adaptation with machine learning, though these studies focus primarily on classification rather 

than simultaneous classification and distance determination. Additionally, Dai et al. (2017) 

explored lightweight CNN architectures for real-time applications, but their work lacks 

adaptability to noise variations. 
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While significant progress has been made in addressing the limitations of traditional 

methods, few studies focus on integrating dynamic template adaptation with online SVMs for 

single-channel audio environments. Existing works either prioritize classification accuracy or 

improve static template methods without simultaneously addressing distance determination in 

noisy conditions. This study fills this research gap by proposing a hybrid approach that 

combines low-pass filtering, cross-correlation, and dynamic template updating using online 

SVMs. By bridging the gap between static and dynamic methods, this study contributes to the 

development of robust, adaptive audio processing systems for real-world applications. 

 

3. Methodology 

In this section, we describe the dynamic template adaptation approach for sound 

classification and distance determination in single-channel audio. The proposed method 

integrates traditional signal processing techniques with machine learning-based dynamic 

updating to achieve noise robustness and real-time adaptability. This hybrid approach 

addresses the limitations of fixed templates and provides a more flexible solution for handling 

dynamic acoustic environments. 

   

3.1 Proposed System Overview 

The proposed system consists of three key components designed to ensure noise-

robustness and adaptability in real-world, noisy environments. First, noise reduction is 

achieved using a low pass filter, which removes high frequency noise and improves the signal-

to-noise ratio, providing a cleaner signal for subsequent classification and distance estimation 

tasks. Second, cross-correlation is employed for sound classification, where incoming audio 

signals are matched against predefined sound templates. These templates are dynamically 

updated in real-time, enabling the system to maintain accuracy as environmental conditions 

change. Finally, the system utilizes a dynamic template updating mechanism powered by an 

online SVM. The SVM incrementally updates the templates based on the classified sounds, 

allowing the system to continuously adapt to evolving acoustic environments. This integrated 

approach enhances both classification performance and distance estimation accuracy, making 

the system well-suited for handling the challenges posed by noisy, real-world scenarios. 
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3.2 Noise Reduction Using Low-Pass Filtering 

Noise, especially high-frequency components, can significantly degrade the 

performance of sound classification and time-lag estimation in single-channel audio (Gupta et 

al., 2021). To mitigate this, a low-pass filter is applied to the input signal. Low-pass filtering 

removes unwanted high-frequency noise and helps preserve the relevant sound features 

necessary for accurate classification and distance estimation. The filter is designed with a cut-

off frequency that retains the essential characteristics of the target audio signals. For example, 

environmental sounds such as dog barks, horns, or sirens have specific frequency ranges that 

are preserved while filtering out frequencies above a certain threshold. The filtered signal is 

then passed to the classification module. The low-pass filter is defined as: 

 𝑦[𝑛] = ∑ ℎ[𝑘] . 𝑥[𝑛 − 𝑘]
𝑁

𝑘=0
     (1)  

where x[n] is the input signal, h[k] is the filter coefficient, and y[n] is the filtered output. This 

pre-processing step reduces noise interference shown in figure 1, making the subsequent cross-

correlation more effective in matching the incoming signal to the corresponding sound 

templates. 

 

Figure 1 

Noise reduction using low-pass filter 
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3.3 Cross-Correlation for Sound Classification 

The core of the classification process is cross-correlation, a traditional signal 

processing technique that identifies the similarity between an incoming audio signal and 

predefined templates (Raina & Arora, 2023). Each template corresponds to a specific sound 

class (e.g., Dog Bark, Horn, Siren), and the cross-correlation function is used to match the 

input signal to these templates. The cross-correlation function is computed as: 

𝑅𝑥𝑦(𝜏) =  𝑛∑𝑥[𝑛] . 𝑦[𝑛 + 𝜏]      (2) 

Where x[n] is the input audio signal, y[n] is the template signal, and τ is the time-lag. For each 

sound class, the cross-correlation is computed, and the template with the highest correlation 

peak (55.10) is selected as the best match shown in figure 2. The time-lag (70) at the maximum 

correlation peak is used to estimate the relative distance of the sound source. This approach 

allows us to classify sounds and determine the time-lag or relative distance of sound sources 

using a single audio channel. However, since real-world environments are often dynamic, the 

templates used in cross-correlation must be continuously updated to maintain accuracy. 

 

Figure 2 

Cross-correlation of siren template and siren filtered signal 

 

  

  

 

 

 

 

3.4 Dynamic Template Updating Using Online SVM 

To handle the variability in sound environments, we introduce dynamic template 

adaptation through the use of an online SVM. As new audio signals are classified, the system 

dynamically updates the corresponding sound templates, allowing them to adapt over time to 

changing conditions. The online SVM operates in an incremental fashion, continuously 

learning from the new data without requiring a full retraining of the model. Each time a new 

sound is classified, the input signal is used to update the matching template. The updated 
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template is a weighted combination of the existing template and the new input, with an 

adaptation rate α controlling the speed of adaptation: 

𝑇𝑛𝑒𝑤 = (1 − α) . 𝑇𝑜𝑙𝑑 + α .  𝑆𝑖𝑛𝑝𝑢𝑡     (3) 

Where Tnew  is the updated template, Told is the previous template, Sinput is the new input signal, 

and α is the adaptation rate (a small α leads to slower adaptation). By dynamically updating 

templates, the system remains robust to environmental changes, such as variations in 

background noise, reverberation, or shifts in the characteristics of the sound sources. This 

allows the system to improve its classification and distance determination performance over 

time. The online SVM uses the Stochastic Gradient Descent (SGD) optimizer to update its 

model incrementally. For each new data point, the SVM adjusts its decision boundary to ensure 

the most accurate classification of future inputs. The process can be described like compute 

the cross-correlation of the input signal with all current templates. Next, identify the template 

with the highest correlation. Then use the input signal to incrementally update the identified 

template using the online SVM and weighted adaptation mechanism and dynamically update 

the SVM model with the new input to improve future classifications.  

 

3.5 Distance Determination via Time-Lag Estimation 

In addition to sound classification, the proposed method provides distance 

determination by estimating the time-lag between the input signal and the matching template 

shown in figure 2. In single-channel audio, time-lag estimation allows to infer the relative 

distance of a sound source by calculating the time difference between the incoming audio and 

the corresponding template. Once the best-matching template is identified using cross-

correlation, the time-lag at the peak of the correlation function provides an estimate of the 

distance between the sound source and the receiver (Carter, 1987). This method, combined 

with dynamic template updating, ensures more accurate distance estimation even in noisy and 

dynamic environments. 

 

3.6 System Workflow and Integration 

The overall workflow of the proposed system is shown in figure 3. The process begins 

by loading the input audio signal and applying a low-pass filter for noise reduction. Next, cross-

correlation is computed between the input signal and the predefined templates. The method 

checks for the maximum correlation to classify the sound based on the best-matching template. 
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Figure 3 

Flowchart of Dynamic Template Adaptation (DTA) method  

 

 

Once classified, the time-lag is estimated for distance determination. The method then 

proceeds to dynamically update the template using the new input. The process loops back if 

there is a new input signal, otherwise, it terminates. This allows the system to handle 

overlapping sound sources and environmental noise while continuously improving its 

classification and distance determination capabilities over time. 

 

3.7 Experimental Setup 

To evaluate the performance of the dynamic template adaptation approach for sound 

classification and distance determination in single-channel audio, we conducted a series of 

experiments in both clean and noisy environments. The experimental setup is designed to 

demonstrate the robustness of the proposed method in real-world conditions, particularly in the 

presence of overlapping sounds and environmental noise. The results are compared with 

traditional techniques such as NMF, ICA, and TFM, which have been commonly used for 

similar tasks.  

 Dataset. The dataset used in this study includes both real-world like UrbanSound8K 

dataset and synthetic audio recordings, encompassing a wide variety of sound classes relevant 

to everyday environments. These sound classes include Dog Bark, Car Horn, Siren, Laser, and 

Whistle shown in figure 4. Each class is represented by multiple instances, with variations in 

intensity and duration to simulate real-world conditions where sound characteristics change 

based on factors like distance or environmental acoustics. The dataset consists of 350 audio 

segments, with each segment lasting between 1.5 and 4 seconds. To evaluate the system’s 
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ability to handle overlapping sounds, many of these segments contain multiple simultaneous 

sound events. For the purposes of training and testing, the dataset was divided into two parts: 

80% for training the initial sound templates and online SVM classifier, and 20% for testing the 

performance of the system in unseen audio conditions. This division ensures a fair assessment 

of how well the system generalizes to new and previously unencountered sound events. 

 

Figure 4 

Noise free template sample of classes 

 

 

Simulating noise and environmental conditions. To test the robustness of the 

proposed DTA method in noisy environments, we introduced different types of noise into the 

test dataset. Noise was added to simulate real-world conditions where background interference 

and environmental sounds are common. Two types of noise were applied: stationary noise, 

such as white Gaussian noise, which simulates constant background noise, and non-stationary 

noise, such as traffic and crowd noise, which varies over time and more closely mirrors real-

world environmental conditions. The noise was adjusted across three signal-to-noise ratio 

(SNR) levels such as 10 dB, 5 dB, and 0 dB, representing mild, moderate, and severe noise, 

respectively. This setup allowed us to assess how the system performs under varying noise 

intensities and environmental dynamics. The system's ability to adapt to such noise was crucial 

in evaluating its robustness and real-world applicability.  

Baseline comparisons. To validate the effectiveness of the proposed dynamic template 

adaptation approach, we compared its performance with three traditional methods commonly 

used for sound classification and distance determination such as NMF, ICA, and TFM. ICA is 

a well-established method for source separation in multi-source audio environments, 
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frequently used in tasks involving overlapping sounds. NMF is another popular technique for 

sound separation, particularly when sounds overlap in time and frequency. TFM operates in 

the frequency domain, identifying and separating sounds based on their unique time-frequency 

characteristics. These three methods were tested under the same conditions as our proposed 

approach, including clean and noisy environments. The results of these comparisons provided 

a benchmark to demonstrate the improvements in classification accuracy and time-lag 

estimation offered by the dynamic template adaptation method, especially in noisy and 

overlapping scenarios.  

Evaluation metrics. To evaluate the performance of the proposed dynamic template 

adaptation method, we utilized several key metrics. Classification accuracy was used to 

measure the proportion of correctly classified sound events in both clean and noisy 

environments, offering a direct comparison of the system’s ability to handle varying noise 

levels. For distance determination, we evaluated the system’s accuracy using time-lag 

estimation error, which is determined as the root mean square error (RMSE) between the 

estimated and actual time-lag. This metric is critical in assessing how well the system can 

estimate the relative distance of sound sources based on a single audio channel. Additionally, 

template adaptation efficiency was measured by tracking the evolution of the templates over 

time, highlighting how effectively the system can adjust to new sound environments. This was 

determined by monitoring the correlation between updated templates and the actual sound. 

Finally, computational efficiency was assessed by calculating the average processing time per 

audio segment to ensure that the system can operate in real-time conditions, crucial for real-

world applications like environmental monitoring and sound localization. 

Procedure. The experimental procedure involved several steps designed to test the 

system's capabilities in both clean and noisy environments. Initially, sound templates for each 

class (such as Dog Bark, Car Horn, Siren, etc.) were created using the training dataset. The 

online SVM was trained on cross-correlation scores from these templates. Testing began with 

noise-free conditions, where the system classified audio segments by computing the cross-

correlation between the input signal and the pre-established templates. The classification 

results, along with the corresponding time-lag, were recorded for further analysis. Following 

the noise-free testing, we added varying levels of stationary and non-stationary noise to the test 

data to simulate real-world environments. The impact of different noise levels (SNRs of 10 

dB, 5 dB, and 0 dB) on the classification and distance estimation accuracy was assessed and 
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compared with baseline methods such as ICA, NMF, and TFM. During this phase, the system’s 

ability to update templates dynamically was also monitored. As the system encountered new 

audio inputs, templates were adapted using the online SVM, allowing the system to adjust to 

changing sound environments. The efficiency of this adaptation was tracked, focusing on how 

well the system adjusted to increasing noise and overlapping sounds. 

Hardware and Software. The experiments were conducted using a high-performance 

server equipped with an Intel Core i7-10700 processor running at 2.90GHz and 64 GB of 

RAM. The software environment included Python 3.8, alongside key libraries such as librosa 

for audio processing, scipy for signal processing tasks like cross-correlation, scikit-learn for 

implementing the online SVM, and NumPy for numerical computations related to template 

adaptation. This setup allowed for efficient execution of the experiments, ensuring that the 

system could handle the processing load in a real-time context. The computational performance 

was tracked to ensure the system met the requirements for real-time sound classification and 

distance determination in real-world applications. 

Post-processing and analysis. Following the execution of each test, the results were 

thoroughly analyzed to assess the system’s adaptability and overall performance. Specifically, 

we focused on how well the system adjusted to noisy environments compared to static 

template-based methods. The reduction in time-lag estimation errors was examined over 

successive iterations to demonstrate the efficacy of dynamic template updating. Additionally, 

the overall classification accuracy across both clean and noisy conditions was compared with 

the baseline methods (ICA, NMF, TFM) to evaluate the system's noise robustness. 

Computational costs were also analyzed to determine whether the proposed method could 

feasibly operate in real-time applications, with particular attention paid to the processing time 

per audio segment and the impact of template adaptation on system performance. The analysis 

showed significant improvements in classification accuracy and distance determination, 

validating the method’s robustness and adaptability in dynamic environments. 

 

4. Results  

The experimental evaluation of the DTA method demonstrated its enhanced 

performance in both sound classification and distance determination, particularly in noisy and 

overlapping sound conditions. The system's performance was compared to traditional methods 



34 | International Journal of Science, Technology, Engineering and Mathematics, Volume 5 Issue 1 

such as ICA, NMF, and TFM, focusing on classification accuracy, time-lag estimation 

accuracy, and computational efficiency. The results show the adaptability and robustness of 

the DTA approach in various noise levels and environmental settings. 

In a noise-free environment, the DTA method achieved a classification accuracy of 

96.8%, surpassing ICA (91.4%), NMF (87.5%), and TFM (83.2%). This superior performance 

is largely attributed to the dynamic template updating mechanism, which allows the system to 

adjust to variations in sound signals over time. For instance, in a scenario with overlapping 

sounds of a car horn and a dog bark, the DTA method was able to classify both events correctly, 

while the static-template-based methods struggled to differentiate between the two sources. 

 

Figure 5 

Classification accuracy across noise levels 

 

 

When noise was introduced, the performance of all methods degraded, but the DTA 

approach consistently outperformed the baseline methods shown in figure 5. At an SNR of 10 

dB, the classification accuracy of the DTA system decreased slightly to 93.2%, while ICA, 

NMF, and TFM dropped to 84.7%, 78.3%, and 72.1%, respectively. As the noise level 

increased to 0 dB, the DTA method maintained a relatively high accuracy of 82.5%, compared 

to ICA (67.4%), NMF (61.2%), and TFM (55.8%). The ability of the DTA method to 

dynamically adapt sound templates in real-time significantly contributed to its resilience in 

noisy environments. 

In terms of time-lag estimation accuracy, the DTA method had an RMSE of 0.004 

seconds in a noise-free environment, with slight increases to 0.009 seconds at 10 dB SNR and 

0.013 seconds at 0 dB SNR shown in figure 6. This is in contrast to ICA, NMF, and TFM, 

which showed larger errors at each noise level. The dynamic template adaptation mechanism 

ensured that the templates remained aligned with the incoming signals, improving the precision 
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of time-lag estimation. The baseline methods, relying on static templates, struggled to achieve 

similar precision in time-lag estimation, especially as noise increased. 

 

Figure 6 

RMSE for time-lag estimation across noise levels 

 

 

The computational efficiency of the DTA method was also assessed. The average 

processing time for each audio segment was 0.88 seconds, making the system viable for real-

time applications. In comparison, ICA required 1.15 seconds, NMF required 1.36 seconds, and 

TFM required 1.48 seconds per segment shown in figure 7. This highlights the computational 

advantage of the DTA approach, which is more efficient while providing higher accuracy in 

both classification and distance determination. Table 1 provides a summary of the results 

across different noise levels, comparing the classification accuracy, time-lag estimation error, 

and processing time of the DTA method with ICA, NMF, and TFM. 

 

Table 1 

Performance comparison of DTA, ICA, NMF, and TFM across different noise levels  

Metric DTA ICA NMF TFM 

Classification Accuracy (Noise-Free) 96.8% 91.4% 87.5% 83.2% 

Classification Accuracy (10 dB SNR) 93.2% 84.7% 78.3% 72.1% 

Classification Accuracy (0 dB SNR) 82.5% 67.4% 61.2% 55.8% 

RMSE Time-Lag (Noise-Free) 0.004 sec 0.010 sec 0.014 sec 0.017 sec 

RMSE Time-Lag (10 dB SNR) 0.009 sec 0.016 sec 0.020 sec 0.025 sec 

RMSE Time-Lag (0 dB SNR) 0.013 sec 0.021 sec 0.028 sec 0.034 sec 

Processing Time (Per Segment) 0.088 sec 1.15 sec 1.36 sec 1.48 sec 

Note: Metrics include classification accuracy, time-lag estimation error (RMSE), and processing time per 

segment. 
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Figure 7 

Computational efficiency of all methods 

 

 

These results demonstrate that the DTA approach provides better classification 

accuracy, more precise time-lag estimation, and faster processing times compared to the 

baseline methods, especially in challenging noisy environments. The system’s ability to 

continuously update and refine sound templates in real-time proves to be crucial in handling 

dynamic and complex audio scenarios, making it an ideal solution for real-world applications 

like environmental sound monitoring, speaker detection, and sound localization. 

 

5. Discussion 

The experimental results highlight the effectiveness of the DTA method in handling 

complex audio environments, particularly when dealing with overlapping sound sources and 

varying levels of noise. The comparative analysis against traditional methods such as ICA, 

NMF, and TFM demonstrated the significance of DTA in both classification accuracy and 

time-lag estimation, especially in challenging noisy conditions. 

The results showed that the DTA method maintained better classification accuracy 

across all noise levels, outperforming the baseline methods significantly. This performance can 

be attributed to the dynamic template updating mechanism, which allowed the system to 

continuously adapt to changes in the incoming audio signal. For instance, in noise-free 

environments, DTA achieved a classification accuracy of 96.8%, compared to 91.4% for ICA, 

87.5% for NMF, and 83.2% for TFM. Even under severe noise conditions at 0 dB SNR, DTA 
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managed to retain 82.5% accuracy, while the baseline methods dropped to much lower levels. 

This ability to adapt in real time is crucial for real-world applications, where environmental 

noise and overlapping sound sources are common. Similarly, DTA also demonstrated better 

time-lag estimation accuracy across all conditions. The RMSE in noise-free conditions was 

0.004 seconds, and even at 0 dB SNR, it remained as low as 0.013 seconds. The improvement 

in time-lag estimation is critical for distance determination, a core component of sound 

localization tasks. In contrast, the baseline methods, particularly NMF and TFM, struggled 

with larger RMSE values as noise levels increased, reinforcing the limitations of static 

template-based approaches in dynamic environments. 

The computational efficiency of DTA was another key advantage, with an average 

processing time per audio segment of 0.88 seconds, making it suitable for real-time 

applications. This efficiency was superior to ICA, NMF, and TFM, which required longer 

processing times. This feature makes DTA practical for time-sensitive tasks such as real-time 

speaker detection, environmental monitoring, and sound event localization. 

Despite its strong performance, the DTA method has several limitations. One of the 

primary limitations is the dependency on the initial templates. If the initial templates do not 

accurately represent the range of sounds encountered in real-world environments, the system’s 

performance may degrade until the templates are sufficiently updated. Additionally, while 

DTA is effective in handling moderate noise and overlapping sounds, extremely complex or 

highly variable noise conditions may still pose challenges, as the dynamic template adaptation 

mechanism might take longer to stabilize or could potentially update templates based on noisy 

signals, leading to template drift. Another limitation is the computational cost of continuous 

template adaptation. Although the method is efficient compared to traditional approaches, 

further optimization might be needed for deployment in low-power or resource-constrained 

environments. 

 

6. Conclusion  

This paper introduced a novel DTA method for sound classification and distance 

determination in single-channel audio environments. Through extensive experimentation, it 

was demonstrated that DTA outperforms traditional methods such as ICA, NMF, and TFM, 

especially in noisy and overlapping sound conditions. The ability to dynamically update sound 
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templates in real time enabled DTA to maintain high classification accuracy and precise time-

lag estimation, even under challenging conditions with varying noise levels. The results 

indicate that DTA is particularly well-suited for real-world applications such as environmental 

sound monitoring, speaker detection, and real-time sound event localization. The system’s 

ability to handle noisy environments with minimal degradation in performance makes it a 

robust solution for dynamic and unpredictable audio scenarios. Additionally, the 

computational efficiency of the method allows for real-time deployment, further enhancing its 

applicability in real-world use cases. However, certain limitations remain, particularly 

regarding the dependency on initial templates and potential issues with template drift in highly 

noisy environments. Future work could focus on optimizing the template adaptation process, 

exploring hybrid approaches that combine DTA with deep learning models for enhanced 

robustness, and improving the system’s performance in extreme noise conditions. By 

addressing these challenges, the DTA method could be further refined to extend its 

applicability and effectiveness in a wider range of audio processing tasks. 
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